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Electroabsorption spectroscopy of molecular inorganic compounds

by FREDRICK W. VANCE, ROBERT D. WILLIAM S and JOSEPH T. HUPP

Department of Chemistry and M aterials Research Center, Northwestern

University, Evanston, IL 60208, USA

Electroabsorption spectroscopy is known to report directly on the changes in

dipole moment and molecular polarizability accompanying electronic excited state

formation. Because ground-state } excited-state dipole moment changes can be
equated with eŒective one-electron transfer distances, experimental electro-

absorption spectroscopy holds exceptional promise as a methodology for in-

vestigating light-induced charge transfer processes within inorganic systems. A
survey of the available studies, including metal-to-ligand charge transfer, ligand-

to-metal charge transfer and localized and delocalized `intervalence ’ charge

transfer studies, is presented. Also surveyed are electroabsorption studies aimed at
illuminating selected molecular nonlinear optical responses. A general observation

from electroabsorption studies has been that experimentally determined one-

electron transfer distances are less than simple geometric descriptions would
predict. Mononuclear transition-metal systems have proven to be good models for

unravelling the complicating eŒects of ground-state localization and many-electron

polarization. The capability of electroabsorption spectroscopy to resolve fun-
damental questions relating to electronic localization and delocalization has been

highlighted in a series of studies in bridged dinuclear and tris(diimine) systems. The

available electroabsorption data have also been used to reassess a number of
molecular charge-transfer related parameters such as the electronic coupling

energies and solvent reorganization energies. Very recent studies of putative

octupolar complexes and donor± acceptor porphyrinic structures have highlighted
the utility of electroabsorption spectroscopy for evaluating second-order nonlinear

optical response mechanisms and for providing detailed information about state-

speci ® c contributions to overall molecular hyperpolarizabilities.

1. Introduction

Johannes Stark’ s discovery of the splitting of spectral lines of atoms in the presence

of an applied electric ® eld, an achievement rewarded with the 1919 Nobel Prize in

physics, marked the beginning of a new type of spectroscopy. Unfortunately, even

though discussions of the Stark eŒect can be found in most physical chemistry

textbooks [1], it was not until the 1970s that applications of Stark spectroscopy had

moved from studies by physicists of atoms and simple molecules to studies of

chemically [2] and biologically [3] interesting systems. In fact, only in the last ten years

has the ® eld been rediscovered en masse, spurred largely by the pioneering work of

Boxer and co-workers [4, 5]. W hy the renaissance in Stark spectroscopy ?

Chemists have long been interested in probing the excited states of molecules. Of

particular interest has been quantitatively determining many of the physical

parameters associated with the transfer of charge. Stark spectroscopy is a straight-

forward, relatively unambiguous way to determine several of these parameters. When

a disordered, immobilized sample is subjected to a large electric ® eld, the absorption

spectrum is perturbed by the ® eld± molecule interaction (`electroabsorption spec-

troscopy ’ ), and it has been shown that these perturbations can be directly related to
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308 F. W . Vance et al.

changes in the system’ s dipole moment ( D l ), polarizability ( D a ), and transition

moment.

Most studies to date have focused on elucidating the D l contribution to the Stark

signal. Since D l can be interpreted as the product of charge and the distance through

which charge is transferred, these studies have settled some long-standing debates over

questions pertaining to charge localization} delocalization. M ore recent work is

focusing on the relationship between D l and nonlinear optical parameters [6, 7] since

theoretical models have indicated that D l should be directly correlated with the ® rst

hyperpolarizability, b .

Although changes in the transition moment and polarizability ( D a ) have not been

studied as extensively as dipole moment changes, recent work is beginning to indicate

that these parameters may also contribute signi® cantly to our understanding of charge

transfer and related processes.

Since several reviews of Stark spectroscopic methods as they pertain to biological

[8] and materials systems [9] have recently appeared, we will focus exclusively on

applications involving inorganic complexes. W e will take a case study approach since

any particular case illustrates a number of eŒects related to the molecular parameters

under study.

2. Background

The resurgence of interest in electroabsorption spectroscopy has doubtless been

driven by elegant theoretical interpretations originating with Liptay [10] and extended

by others [11]. As the details of the theoretical approach depend strongly on the sample

and experimental conditions, we will follow the lead of Reimers and Hush who have

applied the theory to inorganic compounds immobilized in glasses [12].

The sample is assumed to be completely isotropic, with an absorption band, A( m ),

arising from a single molecular electronic transition ‹ . W hen an external electric ® eld,

F
ext

, is applied to the sample, the ® eld experienced by each molecule, F
int

, is given by :

F
int

= fF
ext

. (1)

Here f is the local ® eld correction, generally believed to lie between 1 and 1.3 for

glassed solvents, and the boldface type signi® es a vector (or tensor) quantity. If the

molecule is considered to reside in a dielectric medium forming a spherical solvation

cavity, then the correction factor can be calculated from equation (2) [13] :

f =
3D

s

2D
s
1 1

. (2)

Here D
s

is the static dielectric constant for the medium, a value which generally must

be independently established or estimated for glassed solvents. M easuring the

capacitance of the experimental glass and comparing it with that for solvents with

known dielectric constants has proved useful for assessing D
s
. For example, in one

‹ Among other assumptions made are : (a) that the electro-optic parameters are the same for

all sublevels of the electronic transition (breakdown of this approximation has been addressed :

Wortmann, R., Karsten, E., and Liptay, W., 1988, Chem . Phys., 124, 395), and (b) that the
shape of the electronic transition does not change. In addition, for our purposes we will discuss

only the electroabsorption of immobilized samples, so that migration and } or orientation of the

sample in the ® eld is not a possibility.
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Electroabsorption spectroscopy of molecular inorganic compounds 309

Scheme 1

study using water } ethylene glycol as the solvent matrix, D
s

was determined to be

C 3.7, resulting in an estimated local ® eld correction factor of f E 1.3 [14]‹ .

The local ® eld may perturb the absorbance spectrum in several ways. M odi® cation

of the transition moment vector m represents one perturbation Œ , and changes in the

energies of the initial and ® nal states represent a second. Changes in m are manifested

as uniform increases or decreases in the extinction coe� cient of the transition.

Therefore, they yield diŒerence spectra that are shaped much like the unperturbed

absorption spectrum (see scheme 1). Equation (3) summarizes the expected ® eld

dependence of m :

m(F
int

) = m 1 a m [ F
int

1 F
int

[ b m [ F
int

(3)

In the equation, a m and b m are the transition moment polarizability and hyper-

polarizability tensors, respectively. W hile the b m term is generally considered to be

negligible at the ® eld strengths used experimentally, the a m term also is typically small.

Exceptions are expected when imposition of an electric ® eld signi® cantly alters the

degree of applicability of a particular selection rule or rules. As seen in scheme 1,

diŒerential changes in initial and ® nal state energies with an applied electric ® eld are

manifest experimentally as changes in E
op

, the energy maximum of the absorption

‹ Recent work (Bublitz, G. U., and Boxer, S. G., 1997, private communication) has

suggested that f values may be systematically underestimated by continuum models since the
local polarity around a solute typically increases upon freezing.

Œ The transition moment vector has also been denoted l
eg

in other bodies of work, but is

denoted m here to distinguish it from the state dipole moment vectors.
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310 F. W . Vance et al.

Figure 1. Electroabsorption (a) 77 K absorption spectrum with ® t to gaussian curve. (b)

Electroabsorption spectra ( v = 54.7Ê) with ® t to equation (5). (c) Fit to equation (5) (thick

solid line) along with zeroth (solid, thin), ® rst (dotted), and second (dashed) derivative
contributions.

spectrum. As indicated in equation (4), energy shifts are further related to the changes

in dipole moment ( D l ) and polarizability ( D a ) accompanying ground-state to excited-

state conversion.

D E
op

(F
int

) = E
op

(F
int

)– E
op

(0) =– D l [ F
int

– "
#
F

int
[ D a [ F

int
. (4)

Qualitatively, the appearance in the electroabsorption spectrum of the two terms

in equation (4) may be understood fairly straightforwardly. For the ® rst term

(– D l [ F
int

), suppose that the molecular possesses a larger dipole moment in the

excited state than in the ground state (i.e. D l " 0). Those molecular dipoles

(chromophores) that are aligned with the applied ® eld will suŒer a decrease in the

optical charge transfer transition energy, while those aligned against the ® eld will
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Electroabsorption spectroscopy of molecular inorganic compounds 311

experience an increase. Since the molecules (and dipoles) are randomly oriented in the

sample, the overall eŒect will be a broadening of the transition so that the diŒerence

spectrum will resemble the second derivative of the unperturbed spectrum. (In the

opposite case, where the ground state dipole moment is larger than the excited state,

the eŒect of the applied ® eld on the respective states is reversed, but the resulting

diŒerence spectrum will be the same.) For the second term (– "
#
F

int
[ D a [ F

int
), imagine

the applied ® eld inducing its own dipole moment in a polarizable sample (regardless

of any permanent dipoles). This time, since the dipoles are ® eld-induced they will all

be aligned in the same direction and the transition energy will shift in only one

directionÐ thereby yielding a diŒerence spectrum (`Stark spectrum ’ ) resembling the

® rst derivative of the unperturbed spectrum.

Hence, the perturbations in equation (3) and (4) can be used to describe the overall

change in the absorption spectrum, D A( m ), as a linear combination of the zeroth, ® rst,

and second derivatives of the absorption spectrum, A( m ) [6 (a)] :

D A( m ) = ( A v A( m ) 1
B v m

15hc

d[A( m ) } m ]

d m
1

C v m

30h # c #

d # [A( m ) } m ]

d m # * F #
int

, (5)

where the resulting coe� cients A v , B v , and C v generally provide information about the

changes in the transition moment, polarizability, and dipole moment respectively (see

® gure 1 and table 1).

For polarized light striking the sample at an angle v with respect to the electric

® eld, the zeroth derivative coe� cient A v is described by [6 (a)] :

A v =
1

30 r m r #
3
ij

[ a #ij
1 (3 cos # v – 1) (3 a ii a

jj
1 3 a ij

a
ji
1 2 a #ij

)]
(6 a)

1
1

15 r m r #
3
ij

[10m i b ijj
1 (3 cos # v – 1) (3m i b

jij
1 3m i b

jji
– 2m i b ijj

)].

In equation (6 a), the subscripts i and j refer to components of the vectors or tensors

and the summation is carried out over the spatial coordinates x, y, and z. Note that A v

depends only on the transition moment polarizability and hyperpolarizability tensors

(cf. equation (3)). At the magic angle of v = 54.7Êequation (6 a) reduces to (6 b) :

A v =
1

30 r m r #
3

ij

a #ij
1

1

15 r m r #
3

ij

10m i b ijj
. (6 b)

In a similar manner, the coe� cient for the ® rst derivative component, B v , is

described by equation (7 a), where Tr( D a ) is the trace of the change in polarizability

[6 (a)] :

B v =
5

2
Tr ( D a ) 1 (3 cos # v – 1) 0 3

2

m [ D a [ m
r m r #

–
1

2
Tr ( D a ) 1 (7 a)

1
1

r m r #
3
ij

[10m i a ij
D l

j
1 (3 cos # v – 1) (3m i a

ji
D l

j
1 3m i a

jj
D l i – 2m i a ij

D l
j
)].

It can be seen that the B v coe� cient depends strongly on the change in polarizability,

D a . Rewriting equation (7 a) for the case where v = 54.7Êyields :

B v =
5

2
Tr ( D a ) 1

1

r m r #
3
ij

10m i a ij
D l

j
. (7 b)
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312 F. W . Vance et al.

Table 1. Summary of quantities involved in electroabsorption experiment.

Coe� cient Derivative Information acquired Implications} Applications

A v Zeroth a m and b m forbidden } allowed transitions

B v First Tr ( D a ) and a [ D l polarizability ( D a )

excited state description

C v Second D l and f charge transfer distance ( D l )

electronic coupling ( D l )

solvent reorganization ( D l )
charge transfer symmetry ( f )

2nd order NLO response ( D l )

The second term of equation (7 b) shows that the coe� cient is also dependent on a

product term involving the transition moment polarizability tensor, a m, and the

change in dipole moment, D l . Since it is typically di� cult or impossible to separate the

D a term from the product term experimentally, an assumption is usually made that

one of the two components of equation (7 b) goes to zero. In many of the case studies

described below, the Tr ( D a ) term has been regarded as dominant and the product

term has been neglected. Shin et al. [7] have suggested, however, that under some

conditions the product term can be signi® cant and furthermore, that its magnitude can

be suitably estimated via a two-level model. For a one-dimensional case (i.e.

polarizability alteration and charge transfer exclusively along the light absorption

(transition dipole moment) axis), the B v expression (two-level model) becomes :

B v =
5

2
Tr ( D a ) 1

10( D l ) #

E
op

(0)
. (7 c)

Finally, the second derivative component is represented by the coe� cient C v in

equation (8)

C v = r D l r # [5 1 (3 cos # v – 1) (3 cos # f – 1)]. (8)

The direct dependence on D l makes this coe� cient the most straightforward to

interpret, especially when v = 54.7Ê. At other angles it is possible to interrogate f , the

angle between m and D l . For simple linear charge transfer systems in one dimension,

f is expected to be zero, an expectation frequently borne out by experimental results.

For systems for which f is zero, therefore, the vector and tensor quantities can usually

be written (without boldface) as one dimensional scalar quantities, e.g. D l .

3. Case studies

3.1. M LCT and LMCT within Ru(NH
$
)
&
L # +, $ + complexes

The intense, visible region metal-to-ligand charge transfer (MLCT) and ligand-to-

metal charge transfer (LM CT) transitions found in amine complexes of RuII and

RuIII , respectively, have been the object of scrutiny for many years [15]. Oh and Boxer

showed that the electroabsorption response of the M LCT region of Ru(NH
$
)
&
pyz # +

(shown below)
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Electroabsorption spectroscopy of molecular inorganic compounds 313

is dominated by a second derivative component, indicative of a large degree of charge

transfer [4]. Complicating this, however, the presence of a low-energy feature in the

electroabsorption spectrum indicated the existence of another electronic transition

distinct from the main M LCT with, presumably, diŒerent electro-optic properties. In

further work, they found that protonation of the pyrazine ligand in this complex

yielded an electroabsorption spectrum dominated by zeroth and ® rst derivative terms,

instead of the second derivative term. By contrast, studies of Ru(NH
$
)
&
(4,4´-

bipyridine)# + revealed a second derivative lineshape in the unprotonated form, with an

even greater degree of charge transfer upon protonation [4]. The eŒective (adiabatic)

charge transfer distance, R
" #

, can be found from Stark spectroscopy by equation (9),

where e is the unit charge :

D l
" #

= e R
" #

. (9)

Interestingly, for these systems the Stark-derived D l ’ s result in R
" #

’ s which are

considerably smaller than the geometric separation of the metal and ligand centres.

Reimers and Hush, in theoretical papers based on Oh and Boxer’ s results,

described how diminution of D l Ð and by inference R
" #

Ð can arise from a combination

of : (1) ground-state p back-bonding between d p orbitals and the ligand LUMO, and

(2) interaction of the perturbing ® eld with the NH
$

ligands, leading to induced ligand

dipole moments which partially cancel the metal± ligand dipole moment [12]. Their

Liptay-based treatment of the electroabsorption phenomenon, combined with

electronic structure calculations, showed that the Stark results were consistent with

already existing electronic structure models for the two compounds and their

protonated congeners [16].

More recently, Shin et al. have reported on a large number of compounds of the

Ru(NH
$
)
&
L # +, $ + form [7, 17] where L is an aromatic nitrogen-containing heterocycle

or nitrile. Electroabsorption studies of metal-to-ligand charge transfer within the 2 1
forms showed that the experimental D l ’ s were, as in the Oh and Boxer systems, smaller

than naive geometric arguments would predict, ranging from 4 to 23 D. (Note that

4.8 D is equivalent to 1 eA/ .) They also tested the eŒects of changes in counter ion,

concentration, and ionic strength of the samples, and found that the electroabsorption

spectra were largely unperturbed. Studies of the LM CTs of the 3 1 forms generally

resulted in much greater D l ’ s (16 to 37 D) than in M LCTs of the 2 1 analogues.

(NH3)5Ru Ð ±N
I I I

e . R12 = 4 D = 0.8 e‹

e . R (geometric)= 12 D = 2.5 e‹

As part of their explanation of these results, they agreed that the p back-bonding and

ligand polarization eŒects invoked by Reimers and Hush [12] contributed to the

measured responses. However, they emphasized that when charge is transferred from

the metal to the ligand, the metal’ s higher charge causes the electron distribution in the

ligand to shift toward the metal, opposing the dipole moment generated by the

transferring charge. To support their hypothesis, Shin et al. utilized an INDO-SCF
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314 F. W . Vance et al.

based model which included not only the single electron transfer, but also accounted

for the redistribution of the other electrons within the system [7, 17]. Computational

studies by Zeng et al. have further explored this eŒect via ab initio and INDO based

techniques and have yielded relatively good agreement between theory and experiment

[18].

3.1.1. Implications

To better describe charge transfer processes, it is useful to calculate the charge

transfer distance in the diabatic limit, R
ab

. (In this context, `diabatic ’ refers to the

hypothetical or idealized condition of zero electronic interaction between the ground

state and the charge transfer excited state. `Adiabatic ’ , on the other hand, refers to the

condition where such interactions, and the resulting perturbations, are taken into

account. Following Cave and Newton [19] we will denote diabatic quantities with

subscript letters and adiabatic quantities with subscript numbers.) In the two-state

limit, the diabatic charge transfer distance, R
ab

, can be directly related to the adiabatic

change in dipole moment, D l
" #

via [19] :

D l
ab

= e R
ab

= [( D l
" #

) # 1 4 l #
" #

] " / # . (10)

Here l
" #

is the transition moment ‹ for the transition of interest ; it can be obtained

from an absorption experiment by utilizing the relation [20] :

l
" #

= 2.06 3 10 Õ # 0 e max
D m

" / #
m

max
b 1 " / #

, (11)

where e
max

is the molar extinction coe� cient, D m
" / #

is the electronic absorption full

width at half maximum, m
max

is the energy of the absorbance maximum and b is a

degeneracy term usually taken to be unity. For the MLCT transitions examined in the

Shin study, the R
ab

’ s were considerably larger than the R
" #

’ s, whereas for the LMCT

transitions, the R
ab

values were only marginally greater than the R
" #

’ s.

Another way to describe charge-transfer systems is by the application of ® rst order

perturbation theory within a two-state model. In this approach, modelled on the early

work of Mulliken [21] and Hush [22], the initial and ® nal states for charge transfer ( W
"

and W
#
) are described as linear combinations of the zeroth-order (fully localized)

states, W
a

and W
b
:

W
"

= c
a
W

a
1 c

b
W

b
, (12)

W
#

= c
a
W

a
– c

b
W

b
. (13)

The coe� cients c
a

and c
b

can be normalized by application of equation (14), where S
ab

denotes the overlap between the orbitals a and b :

c #
a
1 c #

b
‰2c

a
c

b
S

ab
= 1. (14)

If the overlap is small (S
ab

’ 1) then the squares of the coe� cients themselves describe

the fraction of the transferring electronic charge initially present at each site. A c #
b

value

of zero then indicates complete ground state valence localization at the donor site,

while a c #
b

of 0.5 indicates complete charge delocalization between putative electron

donor and acceptor sites. Finally, the amount of charge actually transferred between

donor and acceptor sites as a consequence of optical excitation (e.g. LM CT, M LCT

or other excitation) is (1-2c #
b
)e, where e is the unit electronic charge.

‹ Note that l
" #

is equivalent to m in the preceeding section (see footnote on p. 309).
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Electroabsorption spectroscopy of molecular inorganic compounds 315

The important realization made by Shin et al. [7] was that the delocalization

parameter c #
b

could be directly related to parameters obtained from Stark spectroscopy

via :

c #
b

=
1

2 9 1 – 0 D l #
" #

D l #
" #

1 4 l #
" #
1 " / # : =

1

2 9 1 –
D l

" #
D l

ab
: . (15)

Applying this description to the transitions studied showed that while LMCT

transitions to RuIII could generally be described as occurring between predominantly

charge localized ground and excited states (0.005 % c #
b

% 0.02 ; 0.98 % c #
a

% 0.995),

the M LCT transitions from RuII involved states which were signi® cantly more

delocalized ; (0.02 % c #
b

% 0.5 ; 0.5 % c #
a

% 0.98). In part, the diŒerences re¯ ect the

typically greater energy gaps associated with the LMCT transitions in comparison to

M LCT transitions (cf. equations (10), (11) and (15)).

3.2. (NH
$
)
&
Ru-4,4´-bipyridine-Ru(NH

$
)

n +
$

: valence localization and thermal electron

transfer

This molecule, with three accessible charge states (overall 4 1 , 5 1 , or 6 1 ), has

been extensively characterized by a variety of techniques and represents one of the

early successes of Hush’ s theoretical description of mixed-valence dimers [22 (a), 23].

Intense transitions assigned to metal-to-ligand charge transfer (MLCT) characterize

the visible region absorption spectrum of both the fully reduced (4 1 ) and the mixed-

valence (5 1 ) forms [24]. The latter form has an additional transition in the near-

infrared which has been assigned to intervalence charge transfer (IVCT) as shown

below :

(NH3)5Ru II ±N

(16)

N-RuIII(NH3)3
5+ h

(NH3)5Ru III±N N-Ru II(NH3)3
5+

Application of Hush theory to its intensity, width and energy maximum yielded the

conclusion that the mixed-valence state is almost completely valence localized (i.e.

Ru #
.
! # E L E Ru #

.
* ) ). Although the Hush description was largely consistent with other

experimental observations, a few problems remained. One was the considerable

discrepancy between the experimental and theoretical values for the solvent re-

organization energy ( k
s
).

The electroabsorption responses of both the M LCT and IVCT transitions of this

compound were measured by Oh and Boxer, with the former transition also examined

as a function of the overall charge [4]. For both the 4 1 and 5 1 forms, the visible

region M LCT spectrum was complicated by the presence of overlapping transitions

that could not easily be deconvoluted. The IVCT transition in the near-infrared region

was found, however, to be dominated by the second derivative of the absorbance, from

which a r D l r value of ca. 21 D was extracted. In this case, although 21 D (= 4.4 eA/ )

clearly substantiates the trapped valence description, it represents only about 40 % of

the value expected based on full charge transfer over the entire metal± metal separation

distance.

As pointed out by Hupp and co-workers [25], diminution of the eŒective charge

transfer distance has interesting rami® cations in terms of several Hush-related

parameters. Theoretical values for k
s

may be calculated by using various dielectric

continuum models in which k
s

is directly related to the charge transfer distance (cf.
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316 F. W . Vance et al.

Scheme 2

scheme 2) [26]. Since Oh and Boxer’ s results imply a much diminished R
ab

value, they

ultimately yield much smaller continuum values for k
s
. The new values are, in fact, in

excellent agreement with the experimentally determined k
s

values.

Limiting expressions for the electronic coupling parameter H
ab

are also intimately

related to D l
ab

, in this case by [19] :

H
ab

=
l

" #
m

max

D l
ab

(17)

Previous estimates for H
ab

, obtained by using the geometric metal± metal separation

distance for R
ab

, were ca. 460 cm Õ " in water as solvent ; use of the revised R
ab

value

increased the H
ab

estimate to 1020 cm Õ " [25]. This revision has particular signi® cance

for the thermal electron transfer rate (see ® gure 2 and equation (18)) since, at least for

weakly electronically coupled systems, the rate is proportional to the square of H
ab

[27].

(NH3)5RuIII±N N-RuII(NH3)3
5+ (18)

(NH3)5Ru II ±N N-RuIII(NH3)3
5+

thermally activated ET

Thus, the revision suggests a ca. 5-fold increase in the estimated rate of (thermal)

intramolecular electron transfer. Also expected to enhance the rate is a `barrier

rounding ’ eŒect (diminution of D G*) caused by adiabatic surface splitting in the

classical diabatic surface crossing region ; see ® gure 2. Note that the magnitude of the

barrier rounding eŒect, for a two-level system, will be precisely H
ab

.

3.3. (NH
$
)
&
Ru-pyrazine-Ru(NH

$
)

n +
&

: valence delocalization

This compound, often referred to as the Creutz± Taube ion, is structurally similar

to the 4,4´-bipyridine-bridged compound just discussed, but was actually prepared and

studied ® rst [23 (b), 28]. Like its cousin, it has three accessible oxidation states, with

both the 4 1 and 5 1 forms characterized by intense, visible region MLCT absorption,

with a near-infrared `IVCT ’ transition found in the mixed-valence species. Unlike its
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Electroabsorption spectroscopy of molecular inorganic compounds 317

Figure 2. Potential energy surfaces for optical and thermal electron transfer in (NH
$
)
&
Ru E

4,4 É bpy E Ru(NH
$
) & +
&

. Dashed line : diabatic surfaces. Solid line : adiabatic surfaces with
H

ab
= 1020 cm Õ " .

cousin, however, the relatively narrow and solvent independent IVCT has not been

amenable to a Hush interpretation. Instead, Piepho, Krausz and Schatz (PKS)

advanced a two-site vibronic coupling model [29] to explain the near-infrared

lineshape, which was later followed by a three-site molecular orbital picture proposed

by Ondrechen [30]. Extensions to the original PKS model have also been made [31].

Regardless of theory, the fundamental question has long been whether the odd

electron in the mixed-valence form is valence localized, as in the 4,4´-bipyridine

analogue, or is valence delocalized.

Oh and Boxer recognized that a negligible second derivative contribution to the

electroabsorption signal would be characteristic of valence delocalization, whereas

valence localization would give rise to a substantial second derivative contribution.

Their Stark results on the IVCT of the mixed-valence compound [4], which showed a

r D l r value of only ca. 0.5 D (as compared to the 33 D expected for unit charge transfer

over the full geometric distance), combined with a preponderance of evidence from

other experiments such as resonance Raman [32], infrared [33], magnetic circular

dichroism [34], and others [35] has led to the conclusion that the mixed-valence ion

is indeed valence delocalized.

Substitution of N-containing heterocycles in the position trans to the bridging

pyrazine may competitively disrupt the ruthenium d p to pyrazine p * back-bonding

and induce some degree of valence trapping.

Several trans-substituted variants of the Creutz ± Taube ion have been synthesized and

studied by Curtis and co-workers [36]. Interestingly, symmetric variants (i.e. same

trans ligand on each end of the molecule) appear to be largely valence delocalized,
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318 F. W . Vance et al.

Scheme 3

while asymmetric variants (diŒerent trans ligands) bear some of the signatures of

valence localization. Recent electroabsorption studies have revealed that the electro-

absorption lineshape is fundamentally diŒerent for symmetric versus asymmetric

derivatives [37]. For example, the Stark spectral lineshape of the pyridine-substituted

symmetric derivative is reminiscent of the Creutz ± Taube ion itself, while the lineshape

of the asymmetric pyridine-substituted derivative is roughly the negative of that of the

Creutz± Taube. These diŒerences are believed to involve primarily changes in the

zeroth (transition dipole) and ® rst ( D a ) derivative terms ‹ whose origin is apparently

related to the unusual three-centre bonding scheme which has been used successfully

to describe valence delocalized systems [30].

3.4. Ru(2,2´-bipyridine) # +
$

The visible region of the absorbance spectrum of this compound consists of at least

three overlapping MLCT transitions: two transitions to singlet states found at higher

energy, and a transition to a triplet state found at lower energy [38]. Considerable

debate had centred on the question of whether charge is localized on one of the

bipyridine ligands or delocalized over all three (scheme 3). Although compelling

evidence for excited-state charge localization had already been found by transient

resonance Raman [39] and other techniques [40], the observation of a relatively large

‹ There appears to be relatively little second derivative character in the electroabsorption
of any of the Creutz± Taube derivatives. Certainly valence localization even in the asym-

metrically substituted 2,6-dimethylpyrazine derivative isÐ at best Ð only partial, not resembling

the strongly localized bridging 4,4´-bipyridine molecule (section 3.2).
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Electroabsorption spectroscopy of molecular inorganic compounds 319

r D l r via electroabsorption spectroscopy would again be de ® nitive. Furthermore, in

contrast to the Raman experiments, the Stark measurement would report on the

initially formed excited state.

Electroabsorption results of Oh and Boxer [4(c), 5] indicated that absorption into

the dominant singlet MLCT at 454 nm is coupled to a r D l r of ca. 7 D, corresponding

to transfer of charge over ca. 50 % of the geometric donor (metal) } ligand (acceptor)

separation distance. Excitation into the next singlet state at 420 nm was also found to

be accompanied by a large r D l r , although it was less than the previous transition.

Excitation into the triplet state (found as a shoulder in the absorbance band) was

coupled to a slightly greater r D l r . Interestingly, if the ground state has true D
$

symmetry, these r D l r ’ s would also correspond directly to values for l (excited state),

since the ground state dipole moment would necessarily be zero. M ore recently, Hug

and Boxer reported an electroabsorption study on the ultraviolet ligand-centred

transitions in M (bpy)# +
$

where M is Fe, Ru, Os or Zn. They found that the r D l r ’ s
associated with these transitions are, regardless of the identity of the metal, larger than

would be expected if the transitions were purely ligand-centred [41]. They additionally

found a correlation between the energy separation between the M LCT and the ligand-

centred transition and the value of r D l r . This, of course, would be consistent with

energy-gap-controlled mixing of the M LCT and ligand-centred electronic excited

states.

Oh has additionally studied the M LCT excitation of Ru(bpy)# +
$

derivatives

Ru(bpy)
#
(2,2´-biquinoline)# + (shown below)

and Ru(2,2´-biquinoline)# +
$

[4 (c), 5]. The latter was found to display a slightly

smaller r D l r than Ru(bpy)# +
$

. The mixed ligand complex, on the other hand, was of

particular interest since charge transfer into each of the two ligand types can be

distinguished in the absorption spectrum. Interestingly, r D l r for charge transfer to the

bpy ligands within the mixed ligand complex was smaller than in Ru(bpy)# +
$

.

Although overlapping excitation to multiple states is often a problem in absorbance

spectroscopy, emission usually occurs from only a single state. Hence, the problem of

overlapping bands in the absorbance may potentially be alleviated by examining

electro-emission rather than electroabsorption since, in principle, the Liptay treatment

holds for either case [11 (b)]. W hen electro-emission from these compounds was

examined, however, it was found that the lineshapes were dominated not by second

derivatives as was found in the absorbance case, but by negative zeroth derivatives.

Only Ru(bpy)
#
(biquinoline)# + yielded an electro-emission response largely consistent

with electroabsorption results. According to Oh [4 (c)], electro-emission is likely

complicated, however, by ® eld tuning of decay mechanisms, ® eld modulation of

quantum yields, and possibly other eŒects.
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320 F. W . Vance et al.

3.5. Ru(phenanthroline) # +
$

This compound (shown below),

like Ru(bpy)# +
$

, is also characterized by overlapping visible region MLCTs [38].

Solvatochromic studies published concurrently with similar studies on Ru(bpy)# +
$

indicated that charge is substantially localized on a single phenanthrolineupon M LCT

excitation [40]. There was, however, a contrary study in which transient resonance

Raman spectroscopy indicated that charge was delocalized upon excitation, as

evidenced by lack of the Raman signature for phenanthroline anion in the excited state

[42].

In support of the solvatochromic work, electroabsorption spectroscopy by Karki

and Hupp [43] demonstrated that excitation into the dominant, lowest energy singlet

M LCT is accompanied by a r D l r of ca. 7 D, very close to the value reported for

excitation into the dominant singlet of Ru(bpy)# +
$

[5]. Interestingly, the electro-

absorption spectrum of the triplet-forming transition was fairly strong, although its

absorption spectrum was poorly resolved. The r D l r measured for this transition was

11 ‰4 D, again consistent with instantaneous formation of a localized excited state.

3.6. Biruthenium tetraiminoethylenedimacrocycles : extreme delocalization

This complex (shown below)

is part of a family of compounds prepared by Spreer and co-workers [44]. The reduced

(RuII ,RuII) form is characterized by an intense low-energy transition ( k
max

= 910 nm,

e = 19 000 M Õ " cm Õ " ) assigned to MLCT, while in the mixed-valence form there is an

even more intense band found at 805 nm which has been assigned to `IVCT ’ . Based on

electrochemistry, X-ray photoelectron spectroscopy, and the solvent independence of

the IVCT transition, it had been postulated that the odd electron in the mixed-valence

form is strongly delocalized [44 (d)].

Electroabsorption spectroscopy on this band has revealed that r D l r is on the order

of 1 D, consistent with the delocalized description [45]. Interestingly, the spectroscopy
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also revealed that the excited-state } ground-state polarizability diŒerence (Tr ( D a )) is

small and negative. (Experimentally, Tr ( D a ) values are usually positive.) This was

attributed to a three-centre bonding mechanism hypothesized to be operative in

delocalized mixed-valence systems in which the odd electron in the ground state is

symmetrically delocalized over both metals and the bridging ligand whereas in the

excited state it is found only on the metals [30]. This unusual bonding scheme may

paradoxically lead to an excited state that is less polarizable than the ground state. An

alternative explanation consistent with the data would involve decoupling of the IVCT

excited state from higher lying states.

3.7. (NC)
&
FeII E CN E OsIII (NH

$
) " Õ
&

: asymmetric intervalence charge transfer

Since Stark spectroscopy provides a direct means to evaluate the one-electron

transfer distance for optical transitions, it can provide information necessary to

estimate ET reaction parameters such as the electronic coupling matrix element, H
ab

,

and the solvent reorganization energy, k
s

(cf. section 3.2). This capability has recently

been applied to the optical intervalence charge transfer (IVCT) reaction occurring

within (NC)
&
FeII E CN E OsIII (NH

$
) " Õ
&

[46]. The electroabsorption spectrum in the

intervalence region is dominated by a second derivative component, which readily

yields the charge transfer distance, R
" #

, from equations (8) and (9). For this reaction,

eR
" #

= 2.5 ‰0.3 eA/ . By comparison, the geometric metal (donor)} metal (acceptor)

separation distance is 5.0 A/ [47]‹ . An obvious explanation for the discrepancy is that

signi® cant partial delocalization exists and the eŒective amount of charge transferred

is much less that the unit electronic charge (e). (Recall that the eŒective amount of

charge transferred is (1-2c #
b
)e.) To evaluate this possibility, the corresponding non

adiabatic charge transfer distance, R
ab

, was calculated from equation (10). The value

obtained was 2.8 A/ Ð still less than 60 % of the geometric distance.

It should be noted that there is a small discrepancy between the nonadiabatic

distance reported here and that in the original work [46]. The diŒerence is due to the

treatment of degeneracy in equation (11) for the transition moment, l
" #

. In the original

work, the transition was taken as doubly degenerate, to allow for both d
xz

and d
yz

transitions. However, for both transitions to occur with equal probability, the

component octahedral coordination assemblies would need to be con® gured at 45Ê
with respect to each other, along the z axis. (The z axis is de® ned as the metal± metal

axis.) Recent X-ray crystallographic studies [47] have shown that the octahedra are

nearly aligned, indicating that only one of the two putative donor orbitals can

eŒectively participate. Thus, the correct degeneracy value is one, indicating a transition

from either a d
xz

or d
yz

orbital.

The observation of an unusually small value for R
ab

has signi® cant implications in

terms of the energetics of charge transfer. For example, the solvent reorganization

energy, which can be modelled in a simple spherical or ellipsoidal cavity, is Ð to a very

rough approximationÐ proportional to R
ab

. The measured R
ab

value leads to k
s
=

2550 cm Õ " , whereas a previous estimate, based on the geometric separation distance,

suggested a value as high as 7000 cm Õ " . Another important revision is the calculated

value for the electronic coupling matrix element, H
ab

. A nonadiabatic distance of 2.8 A/
leads to H

ab
= 2460 cm Õ " , which is smaller, by nearly a factor of two, than an estimate

obtained based on electron transfer over the full metal± metal separation distance.

‹ The geometric distance is based on X-ray crystallographic studies of the related

chromophore, (NC)
&
FeII E CN E RuIII (NH

$
)
&
py " Õ , where py is pyridine.
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322 F. W . Vance et al.

Figure 3. Potential energy surfaces shown for (CN)
&
Fe E CN E Ru(NH

$
) " Õ
&

. Dashed line : diabatic
surfaces. Solid line : adiabatic surfaces.

Figure 3 illustrates, for the related chromophore, (NC)
&
Fe E CN E Ru(NH

$
) " Õ
&

, the

striking eŒects of electronic perturbations upon the two-dimensional surfaces for

intervalence charge transfer. In the ® gure, the adiabatic reaction surfaces have been

constructed from diabatic surfaces by utilizing H
ab

in a simple ® rst-order perturbation

theory treatment.

3.8. (NC)
&
M II E CN E M ´III (NH

$
) " Õ
&

: electron transfer implications

In order to understand better the intervalence charge transfer (IVCT) that occurs

in compounds such as those presented in section 3.7, the related chromosphores

(NC)
&
M II E CN E M ´III (NH

$
) " Õ
&

where M II = FeII , RuII, and OsII and M ´III = RuIII and

OsIII have also been studied via Stark spectroscopy [14, 48]. As expected, the

electroabsorption spectra are largely second derivative in nature, consistent with the

charge transfer nature of these chromophores (i.e. large D l ) :

(NC)
&
M II E CN E M ´III (NH

$
) " Õ
&

Y
h m

ket

(NC)
&
M III E CN E M ´II(NH

$
) " Õ
&

. (19)

M = Fe, Ru or Os

M ´ = Ru or Os

Surprisingly, the charge transfer distance, R
" #

, was found to vary little with metal

substitution, ranging only from 2.4 to 3.8 A/ for the entire family of chromophores.

Thus it seems that the constant factors present, such as the ligand ® eld eŒects and

electron counts, have a larger in¯ uence on R
" #

than eŒects like the electronegativity

and formal potential of the metal centre.

One particularly interesting ® nding within this family is the role OsII plays as an

electron donor. The nominally orthogonal transition from the d
xy

orbital on the donor

metal becomes allowed due to spin ± orbit coupling. (The z axis is de® ned as the

metal± metal axis.) As a result, the absorption spectra show an additional IVCT band

at higher energy and of lower intensity than the usual transition originating from a d
xz

or d
yz

donor orbital. Since the two bands are not well resolved, even at the low
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Electroabsorption spectroscopy of molecular inorganic compounds 323

temperatures employed, this can lead to a non-unique ® t of the Stark spectra.

However, what is apparent from the data is that two bands are perturbed in a diŒerent

manner by the electric ® eld, as a ® t obtained by assuming only a single electronic

transition was unable to reproduce the electroabsorption lineshape.

Although D l shows no systematic dependence on the identity of the metal centres

employed, the change in polarizability as measured by Tr ( D a ) is highly dependent on

the identities of both the metal donor and metal acceptor. Using equation (7 c) to

evaluate the B
x

coe� cients reveals that Tr ( D a ) ranges between – 10 and 1 560 A/ $ .

Interestingly, there is a good qualitative inverse correlation between these measured

values and the energies of the IVCT bands. This can be at least partially understood

by application of a two-level, two-state model for polarizability, given in equation (20)

[7] :

D a
" #

= a
#
– a

"
=– 2 a

"
=– 4

l #
" #

E
op

. (20)

W hen the experimental values of Tr ( D a ) are plotted against the right hand side of

equation (2), a correlation is displayed, but : (1) the magnitude of the values and

resulting slope are ca. two orders of magnitude larger than equation (20) predicts, and

(2) there is a large positive intercept which depends strongly on the identity of the

acceptor metal. From these shortcomings, it is apparent that an accurate description

of the polarizability changes accompanying intervalence excitation of these molecules

requires an alternative or more complex theory. Presumably, such a theory would

include a summation over the available excited states, rather than the singular state

considered here. If so, experimental D a values may provide a particularly sensitive

diagnostic for upper excited state participation in nominally `simple ’ intervalence

charge transfer processes.

3.9. (NC)
&
M II E CN E M ´III (NH

$
) " Õ
&

: nonlinear optics implications

One interesting application of electroabsorption spectroscopy is the prediction or

interpretation of certain nonlinear optical (NLO) responses. W ithin a two-level

description, the second order NLO behaviour, responsible for frequency doubling of

light, can be viewed as a virtual charge transfer process [49]. The molecular

hyperpolarizability, b , is directly proportional to the quantity D l , as shown in

equation (21) [50] :

b =
6 l

" #
D l

" #
E #

op

[E #
op

– (2E
inc

) # ] [E #
op

– E #
inc

]
. (21)

In equation (21), E
op

is the energy of the absorption maximum, E
inc

is the energy of

incident radiation, and the numeric subscripts indicate that a two level system is

explicitly assumed. The transition moment, l
" #

, can be found directly from the

absorption experiment by applying equation (11). (Note that l
" #

is equivalent to the

quantity designated as m in other contexts.) Thus, the only ambiguity remaining is the

sign of D l , since the Stark experiment yields only the absolute value. In practice, the

sign can often be inferred from chemical and structural considerations.

Molecules possessing intervalence charge transfer transitions should be reasonable

candidates for NLO materials applications, since these transitions are often charac-

terized by considerable charge transfer character and fairly low energy maxima

(see equation (21)). A recent article by Laidlaw et al. [51] reported a b value of

C 200 3 10 Õ $ ! esu for (NC)
&
RuII E CN E RuIII (NH

$
) " Õ
&

based on 1064 nm excitation.

From equation (21), based on a D l value of – 2.8 eA/ (– 13.4 D) for
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324 F. W . Vance et al.

(NC)
&
RuII E CN E RuIII (NH

$
) " Õ
&

, the predicted b at 1064 nm is 40 3 10 Õ $ ! esu [48]. This is

smaller by a factor of ® ve than the experimentally determined value, and is suggestive

of one of the shortcomings of application of the two-level model to real systems. Since

the simpli® ed model includes no damping eŒects, it essentially assumes an in® nitely

narrow transition. Since the width of the IVCT absorption is C 4000 cm Õ " , the

assumption is a poor one. Furthermore, since the experimental bandwidth clearly has

its origin primarily in vibrational Franck± Condon eŒects, standard damping models

based on lifetime-induced dephasing are unlikely to capture correctly the eŒects of

lineshape broadening upon frequency-dependent NLO responses. Since the transition

is nearly resonant in both a one and two photon sense (i.e. both terms in the

denominator of equation (21) are small but ® nite) the addition of appropriate

damping or broadening terms would almost certainly bring the two-level model into

closer agreement with theory.

Even in the absence of appropriate damping terms, the two-level model can be used

to make some important qualitative predictions. Evaluation of equation (21) for the

full set of systems discussed in section 3.8 reveals a trend in calculated b values that is

dominated by variations in the IVCT transition energy. As such, it predicts that the

largest zero-frequency NLO response will be generated by (NC)
&
FeII E

CN E RuIII (NH
$
) " Õ
&

, i.e. the chromophore featuring the lowest lying IVCT transition.

Of course, at other excitation energies, other chromophores could show larger

responses due to resonance eŒects [48].

3.10. (NC)
&
M II E CN E RuIII (NH

$
)
%
pyridine Õ " : axial ligand eŒects

One interesting extension to the IVCT electroabsorption studies discussed in the

last three sections is an investigation of the eŒects of axial ligand substitution. For

example, if the ammonia ligand trans to the bridging CN is replaced by pyridine, as in

the compounds (NC)
&
M II E CN E RuIII (NH

$
)
%
py Õ " where M II = FeII or RuII , the Stark-

determined charge transfer distance is increased by almost 1 A/ [47].

h m

This is probably an indication that in the excited state, the acceptor Ru ion is able to

donate electron density into the pyridine ligand through p back-bonding (an eŒect not

achievable with a trans ammonia ligand). Regardless of the explanation, the extension

in charge-transfer distance, together with the diminished absorption energy maximum,

leads via the two level model to a predicted zero-frequency hyperpolarizability for

(NC)
&
FeII E CN E RuIII (NH

$
)
%
py " Õ that is nearly ten times that estimated for

(NC)
&
RuII E CN E RuIII (NH

$
) " Õ
&

, making the trans derivatized chromophore an at-

tractive candidate for future NLO studies.

3.11. Porphyrin based push± pull chromophores

The ® rst electroabsorption spectrum of a porphyrin was reported by Davidsson,

who examined both the Q and the Soret bands of free base and iron (III) chloride-

tetraphenylporphrin [52]. He used the technique to uncover several weak bands in the

absorption spectrum of the Fe-containing molecule. In addition, for the free base

molecule he observed, for several bands, unexpected (albeit small) dipole moment
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changes. Nevertheless, the overall electroabsorption lineshape was dominated by the

expected polarizability eŒects.

More recently, a study by Karki et al. [53] has made use of electroabsorption data

to understand better the large ® rst hyperpolarizabilities of selected donor± acceptor

modi® ed porphyrin systems. The compound [5-[[4´-(dimethylamino)phenyl]ethynyl]-

15[4 § -nitrophenyl)ethynyl]-10,20-diphenylporphinato]zinc(II), had previously been

studied by hyper-Rayleigh scattering (HRS).

It displayed a r b r of ca. 5000 3 10 Õ $ ! esu which remained unchanged when the

wavelength of incident light was changed from 830 to 1064 nm [54]. Interestingly,

ZINDO based calculations, while highlighting the importance of charge transfer

transitions, were unable to account for the wavelength independence of b , and

underestimated its value by nearly an order of magnitude [55].

By experimentally examining the seven observable electronic and vibronic

transitions in the Q and B (Soret) band regions, Karki et al. were able to determine the

r D l r values for each transition and then predict the overall frequency-dependent

hyperpolarizability of the chromophore via a summation of two-level contributions

(equation (21)). Among the detailed ® ndings were the following: (1) the calculated b

values of 1700 and – 1200 3 10 Õ $ ! esu for incident radiation of 1064 and 830 nm,

respectively, were in fair to good agreement with HRS derived values. (2) The

experimentally determined r D l r values (and resulting b contributions) for the Q band

transitions were larger than predicted by ZINDO calculations. (3) The near resonance

conditions of the HRS experiment, at both wavelengths, were identi® ed as key factors

in creating the exceptionally large NLO responses.

3.12. An NLO -active chromophore with an apparent octupolar architecture : Ru(4,4´-
diethylaminostyryl-2,2´-bipyridine) # +

$
Octupolar chromophores provide an intriguing target for potential NLO appli-

cations [56]. The potential for noncentrosymmetric packing in a crystal lattice, a

prerequisite for a bulk second order response, makes them particularly attractive for

device applications. Studies with targets ranging from simple organic chromophores

[57] to bacteriorhodopsin trimers in purple membranes [58] have shown that the

octupolar symmetry provides a viable mechanism for frequency doubling. However,

when the octupolar architecture is based around a metal centre, the symmetry of the

ground and excited electronic states is less clear. Zyss et al. have shown that Ru(bpy)# +
$

(bpy = 2,2´-bipyridine) is capable of producing light which is frequency doubled

relative to the incident light [59], but there is a contention in the literature that two
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photon absorption followed by luminescence obscures the measurement [60]. More

recently, Dhenaut et al. have demonstrated the remarkable hyperpolarizability of r b r
= 2200 3 10 Õ $ ! esu (1320 nm incident radiation) for the compound Ru(4,4´-dibutyl-

aminostyryl-2,2´-bipyridine)# +
$

[61], which does not appear marred by luminescence

interference.

In work on a close structural analogue, Ru(4,4´-diethylaminostyryl-2,2´-bipyr-

idine)# +
$

(see drawing),

Vance et al. have probed the symmetry associated with the charge transfer transitions

of the molecule [62]. Electroabsorption spectroscopy reveals that both the ligand-

centred transition and the metal-to-ligand charge transfer transitions are highly Stark

active, and that the activity is largely second derivative in nature. This indicates that

in both instances a net displacement of charge occurs. This in turn indicates that the

photo-excited electron is localized on one of the ligands, rather than delocalized over

all three. Similar results indicating a localized excited state from electroabsorption

spectroscopy have been reported by Oh et al. for Ru(bpy)# +
$

(section 3.4) and by our

lab for Ru(phenanthroline) # +
$

(section 3.5). Additional evidence for excited state

charge localization comes from polarized hyper-Rayleigh measurements which show

that, despite the ground state structure, the symmetry of the transitions involved in

frequency doubling are not octupolar, but rather have symmetry described by

dominant charge transfer in one direction (i.e. excited state dipole-like behaviour).

4. Conclusions

Stark spectroscopy has proven to be a powerful tool for examining many of the

intricacies associated with charge transfer in molecular compounds. For inorganic

systems, the most extensive work has involved examination of MLCT and LMCT

transitions occurring in mononuclear ruthenium complexes, where dipole moment

contributions to the electroabsorption spectrum have been used to examine issues

related to the eŒective charge transfer distance. Both ground state delocalization and

the cumulative eŒects of many electrons interacting (i.e. not just the single electron

nominally transferred) have proven to be important points. Electroabsorption spectra

of metal-to-ligand charge transfer transitions in tris(diimine) compounds have

provided additional evidence that charge is initially transferred to a single ligand
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rather than to all three. Although quantitative interpretations of these spectra are still

plagued by the badly overlapping transitions present in these systems, eventual

examination of electro-emission spectra could alleviate these problems. Intervalence

charge transfers in a range of bridged dinuclear systems have also been explored.

W ork on the pyrazine-bridged Creutz± Taube ion and the corresponding 4,4´-
bipyridine-bridged ion has reinforced the delocalized description of the former, and

shown that a naive `geometric ’ interpretation of the charge transfer distance within

the latter may lead to considerable error in the determination of related parameters

such as the electronic coupling term and rate of thermal electron transfer. Extension

of this work to CN bridged Fe, Ru, and Os complexes has uncovered interesting

dependencies on both the metal centre and the ligand trans to the bridge.

Electroabsorption data have also been used to make quantitative predictions about

the nonlinear optical responses of these chromophores, and have been useful in

delineating mechanisms of frequency doubling by others. Other interesting molecules

which would be di� cult to study with more traditional spectroscopies, such as the

strongly delocalized dimacrocycles of Spreer and co-workers, have also been explored.

Finally, the electroabsorption of inorganic systems is moving beyond its roots in

simple, bridged metal compounds, with their unusual NLO and charge-transfer

properties ; studies of large porphyrinic and octupolar-like assemblies are suggestive of

future directions.
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